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Theoretical interest:
what can we do with minimal assumptions?
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(Some) Related Works

Mem. & # of Time Comm.
mess. size colors efficiency | Model
POCR%0s" |O(klogn)| any O(logn) |GOSSIP
Angluin et a1
DISC 07 |
Perron et a1 O(1) 2 O(logn) |Sequential
INFOCOM 09
SPAA 11 O(1) 2 Ologn) | GOSSTP
Babaee et ar.
?frﬁgpe’t ;]1 12 O(logk) | Constant | O(logn) |Sequential
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Key Parameter of 3-Majority
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Key Parameter of 3-Majority
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Convergence of 3-Majority |[SPAA ’14]

Thm. From any configuration with £ < ¥/n colors,
such that

s > 22+/2knlogn,

the 3-majority protocol converges to the majority
opinion in O(2klogn) rounds w.h.p., even in the
presence of a O(y/n)-bounded dynamic adversary.
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The Undecided-State Protocol

“Undecided” node
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The Monochromatic Distance

c,gt) := # nodes with color 1, c®) := configuration at time t.
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The Monochromatic Distance

c,gt) := # nodes with color 1, c®) := configuration at time t.
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Convergence of the Undecided-State [SODA 15

Theorem

If k=0 ((n/logn)t/3) and ¢; > (1+¢€) - cz2, then
w.h.p. the Undecided-State Dynamics reaches
plurality consensus in O (md(c?)) - logn) rounds.
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Thank You!
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Other Stuff with My Group

Probabilistic Self-Stabilization:
Repeated Balls into Bins [SPAA ’15]

- S



13

Other Stuff with My Group

Probabilistic Self-Stabilization:
Repeated Balls into Bins [SPAA ’15]

- S

Valid Almost-Consensus against
Dynamic Adversaries [SODA ’16]



13

Other Stuff with My Group

Probabilistic Self-Stabilization:
Repeated Balls into Bins [SPAA ’15]

Valid Almost-Consensus against
Dynamic Adversaries [SODA ’16]

Distributed Community Detection
in Stochastic Block Models
'TCS '15 + Coming soon]




13

Other Stuff with My Group

Probabilistic Self-Stabilization:
Repeated Balls into Bins [SPAA ’15]

Valid Almost-Consensus against
Dynamic Adversaries [SODA ’16]

Distributed Community Detection
in Stochastic Block Models
'TCS '15 + Coming soon]

- ‘,/
15 MON S

'h

[\IISTITUTE Jan-May at the Simons Institute

the Theory of Computing

T —



Other Stuff with Others
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Other Stuff with Others
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Analysis of Undecided-State
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